April 9, 2020

The Honorable Roger Wicker  The Honorable Maria Cantwell
Chairman, Senate Committee on Ranking Member, Senate Committee on
Commerce, Science, and Transportation Commerce, Science, and Transportation
512 Dirksen Senate Office Building 512 Dirksen Senate Office Building
Washington, DC 20510 Washington, DC 20510

Dear Chairman Wicker and Ranking Member Cantwell:

New America’s Open Technology Institute (OTI) appreciates the opportunity to submit a statement for the record for the Senate Committee on Commerce, Science, and Transportation’s hearing on “Enlisting Big Data in the Fight Against Coronavirus.” OTI promotes equitable access to an internet and digital technologies that are open and secure, and views technology not as an end in and of itself, but a means. We support and defend the right to privacy and freedom from surveillance; our technologies are designed for safety and security; our research methods are respectful and sensitive to privacy concerns.

As policymakers turn to big data to combat the impact of the coronavirus, Congress must ensure that robust privacy protections of consumers are upheld and not compromised with the desire to take sweeping action. While every resident is feeling the threats to our health as well as the effects from this pandemic on our economy and way-of-life, marginalized communities are especially feeling the dire consequences.

Mobilizing private industry to leverage the vast troves of data they collect and work hand-in-hand with public health entities holds promise to be a useful tool against this devastating virus. However, especially in this time of pandemic, there must be strict limitations on the data shared with the government to avoid further threats to consumers during these troubled times. Further, companies should only provide government entities with data that is necessary and helpful to public health authorities. During this difficult time, it is even more important to apply modern, sophisticated privacy-enhancing technologies such as differential privacy. Finally, those companies that decide to collect data in an effort to combat the spread of the coronavirus must be held accountable and provide transparency for their actions.

Use Limitations and Privacy Protections Must Empower Consumers

Despite the work thus far of this Committee and others, the United States still lacks a comprehensive law to protect consumer privacy, and existing frameworks have proven
insufficient even in non-crisis times. In the effort to activate private companies, our government must demand limitations on the use and purpose of data collected by companies. Furthermore, data minimization—the practice of reducing the total amount of data collected, used, and stored—must play a prominent role in any public health collaboration between government entities and private companies. Companies should not only minimize the data they collect and retain, but also justify why they collect that data and how they use it. Consumers must have access to any personal data collected, in addition to retaining other data rights such as the right to correct, delete, and port data.

In addition, by centering civil rights in this privacy discussion, we ensure that measures taken in the pursuit of a healthier populace through personal data collection also include robust safeguards to prevent discrimination. Personal data has historically been collected and used by government and private companies to manipulate criminal justice, housing, financial, and health care outcomes to the disproportionate detriment of already marginalized communities. Protections for personal data and public health should and can go hand in hand. We need to provide strict use limitations for personal data, particularly to protect those who are most vulnerable and empower them with rights to their own data.

Government Should Collect Only the Data Necessary and Effective to Combat Coronavirus

As our country struggles to combat the coronavirus crisis, proposals related to large-scale government collection of data from tech and telecom companies may seem tempting. Certainly, a number of governments around the world have increased surveillance of their citizens to fight the pandemic. In China, the government required citizens to use phone software that classifies each person with a color code — red, yellow or green — indicating risk, thereby dictating their quarantines, and meanwhile sending their personal data to the police. Chinese officials have not explained how the system determines these color codes, rendering citizens powerless to challenge. In Israel, the government has been using its cache of citizens’ phone location data – collected by intelligence officials for counterterrorism purposes – to track citizens in an effort to
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enforce social distancing and warn people about potential coronavirus exposure.\(^8\) Both of these are troubling examples of governments using big data that is not tailored to efficacy and need, without any transparency or privacy protections, and as a means of unfettered social control.

Indeed, some data may be useful in helping stop the spread of coronavirus in the United States as well. But, as government officials weigh such proposals and consider what data to collect from companies and use in this battle, they must carefully consider whether such data will be actually useful to public health authorities, and limit any collection to only the necessary and efficacious data. There is a significant interest in using data for the purpose of tracking the disease and thereby allocating resources, but this type of effort should be distinguished from efforts to use location data to track specific individuals.\(^9\)

Aggregated and anonymized location data has potential to assist government officials in the interest of tracking the disease and appropriately allocating lifesaving resources—a task the government is currently struggling to do effectively. Aggregate data can provide public health officials with the mapping information that they so desperately need in order to both direct resources to hospitals, and also to enforce social distancing orders. Smart thermometer data, for instance, may be useful in the aggregate to provide COVID-19 heat maps indicating where the virus is spreading next. Likewise, aggregate location data can show trends over time and demonstrate whether too many people are gathering in certain public spaces. Approaches through which the government receives aggregate data from companies of these and other types could therefore be effective in stopping the spread, while also privacy-protective.

However, government officials should not gather location data to track specific individuals; it is important to recognize that current technology generally cannot provide the level of granularity required to reliably inform officials of whether people are complying with social distancing guidance or to conduct epidemiological contact tracing. Cell site location information (CSLI), or the location records generated by mobile carriers based on phones connecting to cell towers, is not precise enough to allow assessments of whether particular people were closer than the CDC-recommended six-foot distance from one another, and while GPS data is more precise, GPS data only works outside, and only when opted into.\(^10\) Wi-Fi network data and Bluetooth data are other options, but are less than ideal because they are not ubiquitous enough to track exposure (and additionally, Wi-Fi network data is unlikely to be
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granular enough as well). Ultimately, there is simply not enough likelihood that a certain phone—and therefore its owner—can be located with six-foot precision at a given time. Accordingly, this privacy-intrusive method of tracking individuals through mobile phone location data would not be effective and is not warranted for either enforcing social distancing guidelines, or disease-related contact tracing.

Even when using aggregate data, however, there must be strong privacy protection measures in place, and assurances that the data is sufficiently representative. First, the aggregation of such data should be done by the relevant companies before being shared with the government, by knowledgeable data scientists who, as discussed further below, are applying protections beyond basic anonymization. Further, any new initiatives to provide data to the government to combat COVID-19 must be limited to the duration of this pandemic. Additionally, approaches relying on phone or other smart device data, even in the aggregate, must take into account that such data is not likely representative of the overall population. Significantly, the population without smartphones is largely made up of lower income people and seniors; some of the populations that are at the highest risk during this crisis.

Use Modern Privacy-Enhancing Technologies

In recent years, it has become clear that traditional data privacy techniques of anonymization and aggregation are not as privacy protecting as had been assumed. There have been numerous cases of re-identifications of information about specific individuals from data that had been thought to have been effectively anonymized. Recent advances have been made in developing privacy-enhancing technologies and techniques that should be implemented as the government looks to big data solutions to address the pandemic. These include employing differential privacy to ensure that data are adequately protected from being able to identify individuals. Differential privacy, a way of injecting precise amounts of statistical noise into results drawn from datasets, protects aggregated data with mathematical guarantees of privacy.
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within certain bounds. It can greatly mitigate re-identification of individuals’ data and is being increasingly adopted by both commercial and government sectors for privacy protection. For example, differential privacy is currently being used by Google for COVID-19 Community Mobility Reports and for the 2020 Census.

Companies Must Be Held Accountable

Though it is laudable that private entities want to share their tools and data with the government and public health experts to help address the COVID-19 crisis, companies must be transparent about what information they are collecting, as well as the method and format in which they share that data with government entities. As discussed above, private-public partnerships in this area can introduce significant benefits, if companies provide aggregate data to allow public health officials to map the disease and where response efforts are needed, while considering the disparate impacts of this pandemic on the poor.

However, efforts to harness big data can also severely threaten privacy and civil liberties, as has been the case with some other public-private partnerships, and therefore require the utmost transparency. For example, Amazon’s partnerships with local police departments through its subsidiary Ring, which manufactures a range of smart home security products that incorporate motion-detecting cameras and facial recognition technology, has increased the threat of surveillance against already marginalized and overpoliced communities like undocumented immigrants and Black activists, fomented distrust between neighbors, and threatens our basic freedom to walk in public without being continuously tracked and watched.

There is much opportunity here for companies to aid the effort to slow the pandemic and reduce the number of infections. However, they must be transparent in showing how they are
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collecting and sharing personal data from individuals, and be held accountable for any practices that may do more harm than good. Particularly because the United States lacks comprehensive data privacy legislation, it is critical that companies provide transparency to the public about how their data is being used. More importantly, this accountability must be in place even after the pandemic has subsided since data collection can have long-term consequences. Companies and the government alike should recognize the sensitive and private nature of the data to be used in these public health efforts, and provide transparency to build trust with their users and policymakers. One method of ensuring accountability is through transparency reporting.\textsuperscript{21}

**Conclusion**

The full extent of consequences from the coronavirus pandemic are of course still unknown; however, while we will need to sacrifice many things, consumer privacy does not need to be one of them. Enlisting big data to take on the challenges arising from this virus can allow innovation to tackle a complex and timely issue. Yet, in the pursuit of improving public health measures, companies collecting massive data sets must limit the nature and extent of data they collect and share with the government, be transparent in their efforts, and ensure that such data will never be used for discriminatory purposes. Accountability will be the key to any public-private partnership. Fortunately, there are tools available to help us address the challenges of this tumultuous time, including modern privacy protecting measures such as differential privacy. For communities already facing the health threats of COVID-19 and hurting economically as a result of this virus, we must employ safeguards to protect privacy and prevent discrimination, and ensure that we do not compound the threats they face.

We are happy to discuss any of the above points further with you or your staff. Thank you again for the opportunity to provide this submission for the hearing record.

Sincerely,

Sharon Bradford Franklin  
Policy Director  
New America’s Open Technology Institute